
Verbal Autopsies (VA) are interviews 
used to predict cause of death (COD) 
in low resource settings. 

Statistical Inference using AI 
predictions instead of ground truth 
labels will produce biased results.

Population Health Metrics 
Research Consortium
> 2005, in 6 sites, from 4 countries.
> Adults only,  5 cause of death labels.
> n = 6763 total observations.
> This dataset uniquely has verbal and 
real autopsies which allows us to 
create calibrated prediction models.
> We use traditional machine learning 
models as well as GPT-4.

> Models: BERT, SVM, KNN and NB.
> Top F1-scores in [0.58-0.67]
> Fast and cheap predictions.

SCIENTIFIC MODEL

STATISTICAL CORRECTION

PROMPT ENGINEERING
Inference on Predicted Data, we use 
multinomial logistic regression to infer 
association between Age and COD:

     is change in log-odds of person   
being classified with              relative to 
the reference cause AIDS-TB
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TRANSPORTABILITY

CORRECTED ESTIMATES

Leave-one-out train/predict for each site.

Use labeled and unlabeled data for 
valid inference on predicted data!

Question: How can we perform valid 
statistical inference even with AI 
predicted causes of death?

Traditional NLP only outputs training 
classes, LLM output has no constraint.

LLM outputs may be correct, but hard 
to validate at scale, or entirely 
unuseful. For example:

1)  “Pain in back           ”
2) “They thanked the interviewer.”

Returning “unclassified” genuinely 
uninformative narratives is something 
traditional NLP methods cannot do.

> F-1 score of 0.45.
with mis-classified labels.
> Drop “unclassified” predictions, 
F1-score of 0.75. 
> Better than traditional
NLP, but cost $3,000.
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