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MOTIVATION

Verbal Autopsies (VA) are interviews
used to predict cause of death (COD)
In low resource settings.

nference using Al predictions instead
of ground truth labels will produce
biased point estimates and
misleadingly narrow uncertainty.

How can we correct for this and
perform valid inference?

DATA

Population Health Metrics
Research Consortium

2005, in 6 sites, from 4 countries.
Adults only, 5 cause of death labels.
n = 6763 total observations.

VA text narratives with Gold
Standard labels from traditional
autopsies.

We use NLP with traditional machine
learning and a state of the art LLM.

TRADITIONAL NLP

BERT with Bag of Words
representation, SVM, KNN and NB.

Achieves low F1-scores ranging
from 0.58 to 0.67, but cheaper to
compute.

GPT-4 PROMPT

<nparrative>

Each narrative gets plugged in here

aids-tb: Patient died resulting from HIV-AIDs or Tuberculosis.

communicable: Patient died from a communicable disease suc h as pneumonia, diarrhea
or dysentery.

externa I: Patient died from externa I sssssssss h as fires,

drowni g oad traffic, falls, poi ous animals, suicide,
homicide, her injuries.
ma
I

IP td df om pregna y childbirth
d ng froms e bleeding, sepsi p eclampsia and eclampsia.

Context

non-communicable. Patient died from a non -communicable disease suc h as cirrhosis,
epilepsy, acute myocardial infarction, copd, renal failure, cancer, diabetes,

roke, malaria, asthma.
in enough information to predict cause of death.

-t Explicitly require output in this format

Whi hI b | from o p s bes ppI ppl o the narrative?
If you ure, y b g -
Limit y sponse to of the options exactly as it appears in the list.

Instructions

Traditional NLP returns only
classes from training set.

LLM output is unconstrained.
GPT-4: Pain in back

OOPS...

But wait! This “limitation” is
actually helpful!

GPT-4 says THIS NARRATIVE IS
USELESS! Good!

GPT PREDICTIONS

GPT-4 achieves lousy F-1 score

of 0.45 with mis-classified labels.
BUT, when we drop the  \J/
unclassified predictions, /(ﬂ

GPT-4 F1-score is 0.75.
S$S$

GPT-4 outperforms
traditional NLP, but
it cost us ~ $3,000!!!
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INFERENCE TASK

Multinomial logistic regression to infer
association between Age and COD:

Where /; is change in log- odds of
person ; belng classified with ¢
relative to the reference cause AIDS -TB

MODELING ERROR

Al predicted labels are a best guess.

TRANSPORTABILITY

Training in Domain A doesn't
always predict well in Domain B.

Prediction

! NLP model
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Predicted data to create a correction
factor which we use to recover true (/;.
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