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Motivation

You use an AI/ML algorithm to make predictions.
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Example: Global Mortality Estimation 🌎
1. Observe COD directly ( 🏥 )
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2. Predict COD based on symptoms ( 🤖 )
Cheap but imprecise.

Goal: learn association between COD and demographics, X.
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1. Observe COD directly ( 🏥 ) 

Expensive but precise.

2. Predict COD based on symptoms ( 🤖 ) 
Cheap but imprecise.

Goal: learn association between COD and demographics, X.

Specify regression with demographics X: [Age, Sex, Race, etc]

🏥 COD = β₁ X + ε₁

🤖 COD = β₂ X + ε₂
β₁ and ε₁ are different 

from β₂ and ε₂ 



Inference with predicted data (IPD) can have:
1. Biased estimates
2. Misleading uncertainty



Inference with predicted data (IPD) can have:
1. Biased estimates
2. Misleading uncertainty

Can be fixed with correction factor 𝚫
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Contributions:

1. We use NLP models (from bag-of-words to LLMs) to 
predict Cause of Death from Verbal Autopsy Narratives



Contributions:

1. We use NLP models (from bag-of-words to LLMs) to 
predict Cause of Death from Verbal Autopsy Narratives

2. Estimate statistically valid associations between predicted 
cause-specific mortality and key demographic variables (e.g. 
Age)



Verbal Autopsy (VA)

Interviews with caregivers of the deceased, used to assign COD. 

    structured questionnaire       free text narrative

Burdensome on respondents (~2hr, repetitive, impersonal).
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Data

● adult deaths (n=6763)
● both traditional and verbal autopsies 
● 6 sites, 4 countries
● 5 COD - [Communicable, Non-communicable, Maternal, AIDS-TB, 

External]

Validation set allows us to evaluate our experiment!



Inference with Predicted Data (multiPPI++)



Experimental Design - leave one out validation
Bag of words (Naive Bayes, KNN, SVM), BERT, GPT-4



Multinomial Logistic Regression

Cause specific mortality associated with Age. 

where 𝜃ᵢ is the change in log-odds of dying to cause i 
relative to the reference COD (aids-tb).









Conclusions may vary!



Takeaways

1. Are you using predictions in downstream inference? 

Consider a statistical calibration!

2. Verbal Autopsy text narratives are extremely 
valuable data sources, but vary a lot in quality.



Thank you!!
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IPD software is available!
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Github
CRAN
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Appendix





Regularized Loss Function

Lambda is a tuning parameter in [0,1]

Lambda = 0 when the predicted data are all noise

Lambda = 1 when the predicted data are all signal





Closer Look at GPT-4 Predictions



How does Age (X) vary with Cause of Death (y)?

multinomial logistic regression:


