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Outline for today
1. Inference with predicted data (IPD)

Motivation
Methodology

2. Examples:
a. Verbal Autopsies for cause of death estimation

NLP prediction models

b. BMI for obesity research
Conceptualization vs measurement

3. Looking ahead



Motivation

You use an AI/ML algorithm to make predictions.



Motivation

You use an AI/ML algorithm to make predictions. Now what?
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Example: Global Mortality Estimation 🌎
1. Observe COD directly ( 🏥 )

Expensive but precise.

2. Predict COD based on symptoms ( 🤖 )
Cheap but noisy.

Goal: learn association between COD and demographics, X.
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🤖 COD = β₂ X + ε₂



Example: Global Mortality Estimation 🌎
1. Observe COD directly ( 🏥 ) 

Expensive but precise.

2. Predict COD based on symptoms ( 🤖 ) 
Cheap but imprecise.

Goal: learn association between COD and demographics, X.

Specify regression with demographics X: [Age, Sex, Race, etc]

🏥 COD = β₁ X + ε₁

🤖 COD = β₂ X + ε₂
β₁ and ε₁ are different 

from β₂ and ε₂ 



Inference with predicted data (IPD) can have:
1. Biased estimates
2. Misleading uncertainty



Inference with predicted data (IPD) can have:
1. Biased estimates
2. Misleading uncertainty

Can be fixed with correction factor 𝚫

�� �� �� 🤖+𝚫



Verbal Autopsy (VA)



Verbal Autopsy (VA)

Interviews with caregivers of the deceased, used to assign COD. 

    structured questionnaire       free text narrative

Burdensome on respondents (~2hr, repetitive, impersonal).

Mapundu et al. 2024
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Data

● adult deaths (n=6763)
● both traditional and verbal autopsies 
● 6 sites, 4 countries
● 5 COD - [Communicable, Non-communicable, Maternal, AIDS-TB, 

External]

Validation set allows us to evaluate our experiment!



Inference with Predicted Data (multiPPI++)



Experimental Design - leave one out validation
Bag of words (Naive Bayes, KNN, SVM), BERT, GPT-4



Multinomial Logistic Regression

Cause specific mortality associated with Age. 

where 𝜃ᵢ is the change in log-odds of dying to cause i 
relative to the reference COD (aids-tb).









Conclusions may vary!



The Body Mass Index (BMI)



1. “in population studies BMI is a reasonable 
surrogate measure of body and visceral fat, but it 
lacks sensitivity and specificity when applied to 
individuals.” 

                    - Nature, International Journal of Obesity (2009)

2. “BMI remains the most commonly used metric for 
population-level assessments and provides the 
most extensive data.”  

     - the Lancet, Volume 405 March 08, 2025 



Contributions:

1. We test the assumption that BMI is “good enough” for 
population-level inference, and find that it is not.



Contributions:

1. We question the assumption that BMI is “good 
enough” for population-level inference, and find that it 
is not.

2. We offer a practical solution (with caveats): 

a statistical calibration from inexpensive 
BMI-based measures of obesity towards better but 
less accessible measures.



Obesity

excessive fat accumulation that presents a risk to health

- World Health Organization



Obesity

excessive fat accumulation that presents a risk to health

aka Adiposity               - World Health Organization



BMI is a cheap adiposity prediction algorithm





BMI is discussed everywhere. 

Ubiquity legitimates its use in research.

but BMI ≠ Adiposity!



DXA scans are the “gold standard” measure of adiposity?What is the



- Encyclopedia of Human Nutrition (Fourth Edition), 2013

DXA scans are the “gold standard” measure of adiposity.

As opposed to BMI and WC which measure body 
proportions, DXA measures body composition directly. 

Whole-body percentage fat



2011-2017
BMI

Waist circumference (WC)

Whole-body fat % (DXA)

2021-2023
BMI

Waist circumference (WC)

Whole-body fat % (DXA)

Data



BMI

Waist circumference (WC)

Whole-body fat % (DXA)

> 30 kg/m  for females and males

> 88cm (female) or 102cm (male)

> 42% (female) or 30% (male)

Data

Obesity Threshold
2



Results!

Compared to DXA-based obesity 
odds, what do WC and BMI 
estimates look like? 



Obesity-Odds by self-reported sex
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Obesity-Odds by self-reported sex



Obesity-Odds by self-reported sex

Can we correct these estimates with 
IPD to look like the DXA estimate?



Obesity-Odds by self-reported sex

Can we correct these estimates with 
IPD to look like the DXA estimate?

YES!



Obesity-Odds by self-reported race



Takeaways

Are you using predictions in downstream inference? 

Consider an IPD calibration!

Here’s an explainer with a numerical example!

https://avisokay.github.io/assets/explainers/ipd.html


Thank you!!

Contact:
Adam Visokay
avisokay@uw.edu
https://avisokay.github.io/ 

IPD software is available!
Paper
Github
CRAN

mailto:avisokay@uw.edu
https://avisokay.github.io/
https://arxiv.org/abs/2410.09665
https://github.com/ipd-tools/ipd
https://cran.rstudio.com/web/packages/ipd/readme/README.html


Appendix





Regularized Loss Function

Lambda is a tuning parameter in [0,1]

Lambda = 0 when the predicted data are all noise

Lambda = 1 when the predicted data are all signal





Closer Look at GPT-4 Predictions



How does Age (X) vary with Cause of Death (y)?

multinomial logistic regression:
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