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“Artificial Intelligence”
A social problem?
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Group discussion

What “Al” tools have you used before?

What are some ways it has been most useful to you?

What are the biggest “fails” you've experienced?



i

Professor Bender begins at 15:48


http://www.youtube.com/watch?v=YtIQVaSS5Pg

Group discussion

What are the main points of each argument?

Relative strengths and weaknesses?



Artificial Intelligence

N

Machine Learning ¢ \

Neutal Nets ¢ \)

Creating intelligent machines
mimicking human intelligence.

Algorithms enabling computers to
learn from data.

Computational models with
interconnected artificial neurons.

Neural networks with multiple
layers for hierarchical
representation learning.



Demystifying Al (ite: Andrew Ng)
ATI
| | |
ANI Generative Al AGI

(artificial narrow intelligence) (generative artificial intelligence) (artificial general intelligence)

E.g., smart speaker, E.g., ChatGPT, Bard, Do anything a human
self-driving car, web search, Midjourney, DALL-E can do
Al in farming and factories



But how does a language model work?



Natural Language Processing (NLP)

e Tokenization - Charles Sanders Peirce (1839-1914)

“ Tokenization is essential in NLP!”

S/ INN

“Tokenization” “is” “essential” *“in’




Natural Language Processing (NLP)

e Tokenization - Charles Sanders Peirce (1839-1914)
e Zipf's law - token frequencies (1930)

Zipf's Law

Word
Rank

Ist 2nd 3rd 4th 5th 6th 7th 8th 9th 10th T1ith 12th 13th




Natural Language Processing (NLP)

e Tokenization - Charles Sanders Peirce (1839-1914)
e Zipf's law - token frequencies (1930)
e Rules-based translation of Russian to English (1954)

www.051fs.com

January 7, 1954

The Georgetown-IBM experiment was
an influential demonstration of machine

translation, the experiment involved

completely automatic translation of more
than sixty Russian sentences into English.
T OLUTIONS




Natural Language Processing (NLP)

Tokenization - Charles Sanders Peirce (1839-1914)
Zipf's law - token frequencies (1930)

Rules-based translation of Russian to English (1954)
Statistical NLP - modeling distributions (1970’s)
Computation (1990’s)

LLMs (2013-2018)

cleverness other kind intelligent humor



Natural Language Processing (NLP)

Tokenization - Charles Sanders Peirce (1839-1914)
Zipf's law - token frequencies (1930)

Rules-based translation of Russian to English (1954)
Statistical NLP - modeling distributions (1970’s)
Computation (1990’s)  =. ‘o predict one word at a time

LLMs (2013-2018) R - o

[LLMs learn to][predict] one word at a time
can't access
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[LLMS learn to predict one Iword] at a time
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Target to
predict

Input the [LLMs learn to predict one word]a time
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[LLMs learn to predict one word at]@time

[LLMs learn to predict one word at aJ[time]
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like a dog that doesn't know what to do when it catches...
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My friend’s dog, Max, finally caught its
tail, and then didn’t know what to do
with itself anymore.




Prediction is based on what the model has “seen”

Binge... on| - | and

Binge ... is|and | had

Binge drinking ... be | also | have

Binge drinking may ... be|have | cause ‘
Binge drinking may not ... be|lead | cause

Binge drinking may not necessarily kill ... you|the|a |

Binge drinking may not necessarily kill ... even | injure | kill

Binge drinking may not necessarily kill or ... kill| prevent | cause

Binge drinking may not necessarily kill or even .. your |the|a

Binge drinking may not necessarily kill or even damage brain ... cells | functions | tissue
Binge drinking may not necessarily kill or even damage brain cells, ... some | it | the

0 1 2 3 4 5 6 7
L — — ]

surprisal




Group discussion

What are some things it can do well?

Where can it go wrong?

How can these models be biased?
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@ Balmy Sun Hotel :
https://www.balmysunhotel.com

Balmy Sun Hotel In Hawaii - Official
Site - Book Direct

Visit our 5 star hotel and immerse yourself in a
getaway that you'll never forget. Take a stroll on our
private beach or go for a swim in our pool that
overlooks the ocean.



what is the difference between machine learning and ai

4 Al Overview

Artificial Intelligence (Al) is a broad field encompassing o

INTELLIGENCS

technologies that enable machines to perform tasks that
typically require human intelligence, such as learning, prob- «.
lem-solving, and decision-making. Machine Learning (ML) is y @
a subset of Al that focuses on algorithms that can learn

from data without being explicitly programmed. In essence,

Al is the broader concept, while ML is a specific technique used within Al to
create learning systems. @

Show more v

Learn more

Artificial intelligence (Al) vs. machine
learning (ML) - Google Cloud

One helpful way to remember the difference
between machine learning and artificial...

@ Google Cloud

Artificial Intelligence (Al) vs. Machine Learning |
Columbia Al




Saying ‘Thank You’ ‘Please’ to ChatGPT?
It’s costing OpenAl ‘millions of dollars),
says Sam Altman

OpenAl CEO Sam Altman revealed that polite exchanges like saying “please” and
“thank you” to ChatGPT contribute to tens of millions of dollars in electricity costs.

Written By Ravi Hari
Updated e 19 Apr 2025, 11:33 PM IST

Despite the massive expense tied to polite ChatGPT conversations, OpenAl CEO Sam Altman says it’s “tens of
millions of dollars well spent.” REUTERS/Axel Schmidt/File Photo(REUTERS)



Contact mel!

Adam Visokay (he/they)
Department of Sociology
University of Washington

email me: avisokay@uw.edu
my office: 216D Savery Hall
my website:  avisokay.github.io
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